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#### Abstract

Exact coefficients of the short-time expansion of the spin-pair correlations are computed up to order $t^{30}$ in the one-dimensional spin- $\frac{1}{2}$ Heisenberg model with isotropic nearest-neighbour interaction at infinite temperature. The key points of the computational algorithm are sketched. The newly derived coefficients are used to obtain lower and upper bounds on the pair correlations which are graphically indistinguishable up to times nearly twice as large as those up to which previous bounds are reasonably close together. In view of the spin-diffusion hypothesis the spatial spread of the pair correlations is studied as a function of time, but no indication for a diffusive long-time behaviour is found in the extended time region, where the new bounds provide control.


## 1. Introduction

Considerable attention has been paid to the dynamics of the spin- $\frac{1}{2}$ Heisenberg chain. Of particular interest is the time-dependent spin-pair correlation function, because its Fourier transform is closely related to the spectra of inelastically scattered neutrons and to the width of the spin resonance line in quasi-one-dimensional magnets. For a review see [1].

Even in the limit of infinite temperature an exact solution for the isotropic chain is not known. In this situation there has been much activity [2-5] to obtain the shorttime expansion of the pair correlations. This is a useful first step to gain insight into the spin dynamics, as there are powerful methods which are based on the expansion coefficients. However, the evaluation of these coefficients becomes extremely difficult with increasing order due to the exponential growth of computational effort.

In the present paper we have reconsidered this problem and succeeded in computing the exact coefficients for the isotropic spin- $\frac{1}{2}$ chain at infinite temperature up to order $t^{30}$. In this way we have extended previous results up to $t^{16}$ [3] and confirmed estimates for higher autocorrelation coelficients derived in [5] by finite-chain diagonalizations. The general algorithm and the key points of the computer program are outlined in section 2.

In section 3 we use the newly derived coefficients as a basis to compute lower and upper bounds on the pair correlations by following the method of [6] and its generalization by [2]. In section 4 we propose to test the spin-diffusion hypothesis by bounding the spatial spread of the pair correlations as a function of time.

## 2. Formulation of the problem and evaluation of expansion coefficients

The Heisenberg chain [7, 8] with isotropic nearest-neighbour interaction and without external magnetic field is specified by the Hamiltonian
$H:=-2 J \sum_{n=-N}^{N}\left(S_{n}^{x} S_{n+1}^{x}+S_{n}^{y} S_{n+1}^{y}+S_{n}^{z} S_{n+1}^{z}\right) \quad$ with $S_{N+1}^{\alpha} \equiv S_{-N}^{\alpha}$.
Here $S_{n}^{\alpha}$ denotes the $\alpha$ th component ( $\alpha=x, y, z$ ) of a quantum spin operator located at the $n$th site of a one-dimensional lattice with unit lattice constant, a total number of $2 N+1$ sites, and cyclic boundary conditions. The macroscopic limit of the normalized time-dependent spin-pair correlation function at infinite temperature $T$ is given as (in units with $\hbar \equiv 1$ )

$$
\begin{equation*}
C(n, t):=\lim _{N \rightarrow \infty} \frac{\left\langle S_{0}^{z} S_{n}^{z}(t)\right\rangle_{T \rightarrow \infty}}{\left\langle S_{0}^{z} S_{0}^{z}\right\rangle_{T \rightarrow \infty}}=\lim _{N \rightarrow \infty} \frac{\operatorname{Tr}\left(S_{0}^{z} \mathrm{e}^{\mathrm{i} t H} S_{n}^{z} \mathrm{e}^{-\mathrm{i} t H}\right)}{\operatorname{Tr}\left(S_{0}^{z} S_{0}^{z}\right)} \tag{2}
\end{equation*}
$$

This function satisfies

$$
\begin{align*}
& |C(n, t)| \leqslant 1  \tag{3}\\
& \sum_{n=-\infty}^{\infty} C(n, t)=1  \tag{4}\\
& C(n, t)=C(-n, t)=C(n,-t)  \tag{5}\\
& C(n, 0)=\delta_{n 0} \tag{6}
\end{align*}
$$

The infinite-temperature limit is responsible for the real-valuedness of $C^{\prime}(n, t)$, the symmetry (5), and the triviality of the static correlations (6). The boundedness (3) is a consequence of our normalization. The sum rule (4) follows from the conservation of the total spin

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \sum_{n=-N}^{N} S_{n}^{z}(t)=0 \tag{7}
\end{equation*}
$$

in combination with (6). The symmetry (5) implics that $C(n, t)$ depends only on the absolute value of the (exchange) interaction constant $J$. Since, in the present paper, we only consider an isotropic interaction, the corrclation function does not depend on the particular spin component chosen ( $\alpha=z$ ).

Due to (5) the Taylor expansion of $C(n, t)$ about $t=0$ can be written as

$$
\begin{equation*}
C(n, t)=: \sum_{l=0}^{\infty} \frac{(-1)^{l}}{(2 l)!} \mathrm{M}_{2 l}(n)(J t)^{2 l} \tag{8}
\end{equation*}
$$

By expanding the exponentials in (2) the dimensionless coefficients $\mathrm{M}_{21}(n)$ defined through (8) are seen to be expressible as the macroscopic limit of the trace of iterated commutators

$$
\begin{equation*}
\mathrm{M}_{21}(n)=\lim _{N \rightarrow \infty} \frac{\operatorname{Tr}\left(S_{0}^{z}\left\{H^{2 l}, S_{n}^{z}\right\}\right)}{J^{2 \prime} \operatorname{Tr}\left(S_{0}^{z} S_{0}^{z}\right)} \tag{9}
\end{equation*}
$$

Here the $m$-fold iterated commutator of the Hamiltonian $H$ with an arbitrary operator $A$ on the Hilbert space for the $2 N+1$ spins is denoted by a curly bracket and recursively defined by

$$
\begin{equation*}
\left\{H^{0}, A\right\}:=A \quad\left\{H^{m+1}, A\right\}:=H\left\{H^{m}, A\right\}-\left\{H^{m}, A\right\} H . \tag{10}
\end{equation*}
$$

As observed earlier [4], the trace in the nominator of (9) can be evaluated more efficiently by using its cyclic invariance

$$
\begin{equation*}
\operatorname{Tr}\left(S_{0}^{z}\left\{H^{2 l}, S_{n}^{z}\right\}\right)=(-1)^{l} \operatorname{Tr}\left(\left\{H^{l}, S_{0}^{z}\right\}\left\{H^{l}, S_{n}^{z}\right\}\right) \tag{11}
\end{equation*}
$$

The two commutators on the right-hand side are less iterated and identical apart from a shift by $n$ lattice sites. One should note that $\mathrm{M}_{2 l}(n)$ vanishes for $l<|n|$ because of $\operatorname{Tr} S_{n}^{\alpha}=0$. Moreover, for the special case of spin- $\frac{1}{2}$ operators

$$
\begin{equation*}
S_{n}^{\alpha} S_{n}^{\beta}=\frac{1}{4} \delta_{\alpha \beta} \mathbf{1}+\frac{\mathrm{i}}{2} \sum_{\gamma} \epsilon_{\alpha \beta \gamma} S_{n}^{\gamma} \tag{12}
\end{equation*}
$$

all coefficients $\mathrm{M}_{2 l}(n)$ are integer valued.
For spin $\frac{1}{2}$ we have computed the pre-limit expression in (9) with exact integer arithmetic for a closed chain consisting of $2 N+1=31$ sites thereby getting all nonzero coefficients $\mathrm{M}_{21}(n)$ for the infinite chain corresponding to a short-time expansion up to order $t^{30}$. In accordance with (11) we had to evaluate commutators up to the 15th iteration. The result for the $l$-fold commutator $\left\{H^{l}, S_{n}^{z}\right\}$ is a sum of products of spin operators corresponding to various components and lattice sites. By using the spin- $\frac{1}{2}$ formula (12) each product can be reduced to a product containing at most one spin operator associated with a given site. The total number of different reduced products increases exponentially with $l$. For the 15 -fold commutator this amounts to a sum of more than 13 million different products. In order to overcome the arising computer storage problem we had to develop a program that makes efficient use of the available storage capacity. The two key points of this program are sketched as follows.
(i) The reduced products are stored in a very compressed form. For each of the 31 sites which underly a given product 2 bit are needed to store one of the four possibilities: $S^{x}, S^{y}, S^{z}$ or 1. This implies that each reduced product can be stored in a 64 -bit integer. Clearly, since a given reduced product may occur many times in $\left\{H^{l}, S_{n}^{z}\right\}$, a combinatorial factor counting the total number of occurrences also has to be stored.
(ii) The $(l+1)$-fold commutator $\left\{H^{i+1}, S_{n}^{z}\right\}$ is evaluated by calculating the one-fold commutator of $H$ with each of the different reduced products occurring in the one-fold commutator $\left\{H^{l}, S_{n}^{z}\right\}$, one after the other. In between, the resulting new reduced products are immediately collected into different products with the appropriate combinatorial factors by summing identical products. In doing this the required storage capacity is reduced by a factor of the order of 10 in comparison with the more standard procedure which first calculates $\left\{H,\left\{H^{l}, S_{n}^{z}\right\}\right\}$ completely and performs the collection afterwards.

By these two points we were able to compute the coefficients $\mathrm{M}_{2 l}(n)$ up to $2 l=30$ using less than 200 Mbyte of storage capacity. Another advantage of the first point is a saving of computer time, because not only the calculation of the

Table 1. Exact coefficients $\mathrm{M}_{2 l}(n)$ up to $2 l=30$. The coefficients which are not listed are zero.

commutator of $H$ with a single reduced product can be done with bit manipulation, but also the necessary equality checks during the subsequent collection become faster. As a minor point we want to mention that we had to extend the integer arithmetic, since the higher coefficients do not fit into 64-bit integers.

The final results for the coefficients $\mathrm{M}_{2 l}(n)$ are presented in table 1 . The first


Figure 1. Lower and upper bound on the normalized autocorrelation function $C(0, t)$.
part of the table up to $2 l=16$ is identical to the result of [3] and is given here for completeness. To our knowledge all coefficients corresponding to $2 l \geqslant 18$ are new. Approximate results for the autocorrelation coefficients $\mathrm{M}_{2 l}(0)$ up to $2 l=30$, which are based on numerical diagonalization of finite chains of up to 11 spins, were reported earlier [5]. The significant digits of these results are now seen to be correct.

## 3. Bounds on the correlation functions

Since the method of obtaining bounds on correlation functions is well known [2, 4, 6], we sketch only the main points. The temporal Fourier transform of the autocorrelation function

$$
\begin{equation*}
\tilde{C}(0, \omega):=\int_{-\infty}^{\infty} \frac{\mathrm{d} t}{2 \pi} C(0, t) \cos \omega t \tag{13}
\end{equation*}
$$

is an even probability density on the real line of frequencies, that is

$$
\begin{equation*}
\tilde{C}(0,-\omega)=\tilde{C}(0, \omega) \geqslant 0 \quad \int_{-\infty}^{\infty} \mathrm{d} \omega \tilde{C}(0, \omega)=1 \tag{14}
\end{equation*}
$$

The non-negativity of $\tilde{C}(0, \omega)$ follows from that of the dynamic structure factor. In consequence, the autocorrelation cocfficients $\mathrm{M}_{2 l}(0)$ are not only generated by a Taylor expansion but also related to the even moments of a probability density

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} \omega \tilde{C}(0, \omega) \omega^{2 l}=J^{2 l} \mathrm{M}_{2 l}(0) \tag{15}
\end{equation*}
$$

The equation for the inverse transformation

$$
\begin{equation*}
C(0, t)=\int_{-\infty}^{\infty} \mathrm{d} \omega \tilde{C}(0, \omega) \cos \omega t \tag{16}
\end{equation*}
$$

therefore suggests the following procedure to compute a lower (respectively upper) bound on $C(0, t)$. Within the set of all even probability densities with prescribed even moments $J^{2 l} \mathrm{M}_{2 l}(0)\left(l=0, \ldots, l_{\max }\right)$ one has to determine-at the given time $t$-a density which gives the smallest (respectively largest) average of $\cos \omega t$. As an extremizing density one can always take a suitably weighted sum of $l_{\max }+1$ Dirac delta-functions located at suitable frequencies. In practice, the frequencies and weights can be found numerically by a linear-programming method [6].

The results of our computations with $l_{\max }=15$ are plotted in figure 1 . On the given scale the lower and the upper bound on $C(0, t)$ are graphically indistinguishable up to times $J t=2.8$. We have confirmed previous observations [4, 6] that, over the time interval considered, the lower (respectively upper) bound agrees excellently with the so-called principal representation [9] which uses at all times the frequencies and weights of the Gaussian quadrature formula corresponding to the given finite set of $l_{\max }=15$ (respectively $l_{\max }=14$ ) moments. Therefore, the principal representation appears to be well suited to provide fairly reliable results rapidly. The simplest approach to $C(0, t)$ is a truncation of the Taylor series (8). Such a truncation also leads to bounds on $C(0, t)$, because the cosine function is bounded by its truncated power series alternately from below and above. However, the bounds obtained in this way are graphically indistinguishable only up to times $J t=1.8$ and diverge rapidly for larger times.

We have tried out the maximum-entropy method (sce, for example, [10]) to obtain a so-called unbiased extrapolation of $C(0, t)$ to times $J t>2.8$. However, we did not succeed in handling the serious convergence problems related to the relatively large number of prescribed moments. In any case, figure 1 clearly shows that the results for $C(0, t)$ presented in figure $3(b)$ of [10] are less reliable than claimed by the authors. This supports our belief that the power of the maximum-entropy method is often overestimated.

Obtaining bounds on the correlation function of two spins at different sites is not this straightforward, because the temporal Fourier transform of $C(n, t)$ with $n \neq 0$ has no unique sign. Therefore, we first consider the spatial Fourier transform of the pair correlation

$$
\begin{equation*}
I(k, t):=\sum_{n=-\infty}^{\infty} C(n, t) \cos k n \quad|k| \leqslant \pi \tag{17}
\end{equation*}
$$

which is sometimes also called the intermediate structure factor. The following properties of $I(k, t)$ are simple consequences of (4)-(6)

$$
\begin{align*}
& I(k, t)=I(-k, t)=I(k,-t)  \tag{18}\\
& I(0, t)=I(k, 0)=1 \tag{19}
\end{align*}
$$

As the short time expansion coefficients of $l(k, t)$ are simply the spatial Fourier transform of those of $C(n, t)$ and the temporal Fourier transform of $I(k, t)$ is the non-negative dynamic structure factor, one can compute bounds on $I(k, t)$-for given wavenumber $k$-analogously to those on $C(0, t)$. For example, the inequalities $|\cos \omega t| \leqslant 1$ and $1-\frac{1}{2}(\omega t)^{2} \leqslant \cos \omega t$ immediately imply

$$
\begin{equation*}
|I(k, t)| \leqslant 1 \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
1-2(1-\cos k)(J t)^{2} \leqslant I(k, t) \tag{21}
\end{equation*}
$$

But again one can do better numerically by applying the procedure of [6] (see [4]). By using all coefficients of table 1 we thus have obtained bounds which are plotted in


Figure 2 Arithmetic mean of the lower and upper bound on the intermediate structure factor $I(k, t)$.
figure 2. Again, these bounds are graphically indistinguishable up to times $J t=2.8$. One should note that $I(k, t)$ exhibits oscillations and has no unique sign.

Following [2], the bounds on $I(k, t)$ can now be used to obtain bounds on $C(n, t)$ by performing the inverse tranformation

$$
\begin{equation*}
C(n, t)=\int_{-\pi}^{\pi} \frac{\mathrm{d} k}{2 \pi} I(k, t) \cos k n \tag{22}
\end{equation*}
$$

piecewise. More precisely, by using for the (numerical) integration over $k$ the lower (respectively upper) bound on $I(k, t)$ if $\cos k n$ is positive (respectively negative) and the upper bound on $I(k, t)$ if $\cos k n$ is negative (respectively positive), one gets a lower (respectively upper) bound on $C(n, t)$.


Figure 3. Lower and upper bound on the normalized correlation function $C(n, t)$ for the near neighbours $n=1, \ldots, 5$.

The final results are plotted in figure 3. Corresponding lower andi upper bounds on the near-neighbour correlations are graphically indistinguishable up to times $J t=$ 2.7. The previous bounds in [2] are indistinguishable only up to $J t=1.6$. From figures 1 and 3 it is seen that in the time region accessible to our bounds the
correlation functions $C(n, t)$ for $n=0,1, \ldots, 5$ are still oscillating but remain positive.

## 4. Bounds on the spatial variance and the diffusion hypothesis

For the isotropic Heisenberg model and for more general spin models for which one component of the total spin is conserved (7), it is often claimed that the hightemperature spin dynamics on large time and space scales can be described by a diffusion process (see, for example, [1]). In this context the isotropic spin- $\frac{1}{2}$ Heisenberg chain is of particular interest, because for this model the validity of the diffusion hypothesis is least clear for two reasons.
(i) A general observation is that the correlation functions oscillate the more strongly the smaller the spin quantum number and space dimension are.
(ii) For the isotropic spin- $\frac{1}{2} X Y$ chain (dropping $S_{n}^{z} S_{n+1}^{z}$ in (1)) it is known [11, 12] that no diffusion emerges asymptotically, although (7) remains true.

Our concern in this section is to see whether the spin-diffusion picture is supported by the extended short-time expansion.

Even though we extended the time region to where the bounds on the individual correlation functions $C(n, t)$ are reasonably close together, the remaining oscillations did not allow us to decide for or against a diffusive leading $t^{-1 / 2}$ behaviour for large $t$. Nor does the time dependence of $I(k, t)$ for small $k$ develop the diffusive exponential decay in the time region accessible to us. As an alternative way to proceed we propose looking at the quantity

$$
\begin{equation*}
\sigma^{2}(t):=\sum_{n=-\infty}^{\infty} C(n, t) n^{2} \tag{23}
\end{equation*}
$$

which we call the spatial variance of the pair correlation function, although we do not strictly know whether $C(n, t)$ remains non-negative for all $t$. Nevertheless, we believe that it is a natural measure for the spread of the 'spin density' and hence a quantity more adapted to testing the diffusion hypothesis. In the diffusive case its leading behaviour for large $t$ should be linear, that is

$$
\begin{equation*}
\sigma^{2}(t) \sim 2 D t \tag{24}
\end{equation*}
$$

where $D$ denotes the diffusion constant.
We note that $\sigma^{2}(t)$ equals-up to a sign-the second derivative of $I(k, t)$ with respect to $k$ at $k=0$. This relation can be written as

$$
\begin{equation*}
\sigma^{2}(t)=2 \lim _{k \rightarrow 0} \frac{1-I(k, t)}{k^{2}} \tag{25}
\end{equation*}
$$

according to (18) and (19). By this equation bounds on $I(k, t)$ induce bounds on $\sigma^{2}(t)$. For example, inequalities (20) and (21) immediately imply

$$
\begin{equation*}
0 \leqslant \sigma^{2}(t) \leqslant 2(J t)^{2} \tag{26}
\end{equation*}
$$

Of course, sharper bounds on $\sigma^{2}(t)$ can be computed numerically by using in (25) the bounds underlying figure 2 . Our results for these bounds are plotted in figure 4.


Figure 4. Lower and upper bound on the spatial variance $\sigma^{2}(t)$ of the Heisenberg chain (lower curves) and the exact spatial variance $\sigma_{X Y}^{2}(t)$ of the $X Y$ chain (upper curve).


Figare 5. Lower and upper bound on the time derivative of the spatial variance $\mathrm{d} \sigma^{2}(t) / \mathrm{d} t$ (lower curves) and the time derivative of the spatial variance $\mathrm{d} \sigma_{X Y}^{2}(t) / \mathrm{d} t$ (upper curve).

The bounds are graphically indistinguishable up to times $J t=3.3$. In contrast to other quantities the spatial variance seems to reveal no oscillations thereby supporting our belief that it is a more appropriate quantity for testing the diffusion hypothesis.

In order to see more clearly whether there is any indication for a diffusive longtime behaviour of $\sigma^{2}(t)$, we have numerically computed bounds on its time derivative $\mathrm{d} \sigma^{2}(t) / \mathrm{d} t$. This can be done by starting from the time derivative of (25). The required bounds on $\partial I(k, t) / \partial t$ can be obtained by substituting $-\omega \sin \omega t$ for $\cos \omega t$ in the linear-programming procedure. The lower and upper bound on $\mathrm{d} \sigma^{2}(t) / \mathrm{d} t$ are plotted in figure 5. For this derivative we observe a linear behaviour with slope $4 J^{2}$ up to times $J t \approx 0.3$. After a cross-over regime another linear behaviour with slope $\approx 0.6 J^{2}$ emerges about $J t=1.7$. The behaviour beyond $J t=2.7$ is not accessible to our bounds.

On the basis of these findings we see essentially two distinct possibilities for the long-time behaviour:
(i) The asymptotic regime is reached already for $J t \geqslant 1.7$. This would imply a non-diffusive long-time behaviour of the form

$$
\begin{equation*}
\sigma^{2}(t) \sim A(J t)^{2} \quad A \approx 0.3 \tag{27}
\end{equation*}
$$

(ii) There is another cross-over beyond $J t=2.7$ to a diffusive long-time behaviour of the form (24) with

$$
\begin{equation*}
D \geqslant 2.3 \mathrm{~J} \tag{28}
\end{equation*}
$$

There will have to be further investigations to reach a decision between these two alternatives.

For the purpose of comparison it is instructive to calculate the spatial variance $\sigma_{X Y}^{2}(t)$ for the isotropic spin- $\frac{1}{2} X Y$ chain by using the exact result of [11] (see also [12]) for the longitudinal pair correlations. By substituting for $C(n, t)$ in (23) the squared Bessel functions we find (see formula (5.7.12.21) of [13])

$$
\begin{equation*}
\sigma_{X Y}^{2}(t)=\sum_{n=-\infty}^{\infty}\left[\mathrm{J}_{n}(2 J t)\right]^{2} n^{2}=2(J t)^{2} \tag{29}
\end{equation*}
$$

This result reflects the well-known non-diffusive behaviour and coincides with the upper bound in (26). It is also shown in figures 4 and 5 . As is suggested by figure 5 , the second inequality in (26) still holds after diffentiation with respect to $t$.

Some readers might wish to compare our findings with results for the corresponding classical spin chains. Here computer-simulation methods $[14,15]$ allow one to obtain data for the time-dependent pair correlations in chains of up to 20000 spins which are believed to be statistically significant for times as large as $J t=100$ [15]. These data convincingly suggest the existence of a $t^{-\alpha}$ long-time tail, although there has been a debate [16] on the question whether the value of the exponent $\alpha$ is strictly $\frac{1}{2}$ or not. While these results for classical chains are of much interest in their own right, the reader should resist the temptation to draw conclusions from them about chains in the extreme quantum limit of spin $\frac{1}{2}$. She or he only needs to realize that in [15] a diffusive long-time behaviour is convincingly suggested not only for the classical Heisenberg chain but also for the classical $X Y$ chain.

## 5. Conclusion and outlook

The coefficients of the short-time expansion of the spin-pair correlations have been evaluated up to order $t^{30}$ for the isotropic spin $\frac{1}{2}$ Heisenberg chain at infinite temperature. Using these coefficients we improved previous bounds on the autocorrelation as well as on the near-neighbour correlations. In the extended time region, where the bounds are reasonably close together, the correlation functions do still oscillate and remain positive. Both facts are not understood analytically. Although we supplied some control for the time dependence of the spatial spread of the pair correlations, the validity of the spin-diffusion hypothesis remains open.

With the improved algorithm we also have computed the coefficients up to order $t^{28}$ for anisotropic $X Y Z$ chains thereby extending the work of [4] and [2], who gave these more general coefficients corresponding to $t^{10}$ and $t^{14}$ respectively. Our result is too long to be printed here. However, in a forthcoming publication we plan to present selected results on anisotropic chains which may be compared with experimental data for quasi-one-dimensional magnets.
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